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Timeline and logistics
Day 1:

1:00-3:00 Session I
3:00-3:15 Break
3:15-5:00 Session II

Day 2:
8:30-10:00 Session III

10:00-10:15 Break
10:15-12:15 Session IV
12:15- 1:30 Lunch

1:30- 4:00 Session V
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Outline
1. Sample Size – Basic Issues (Juan Acuña)

2. Sampling foundations (Brian Morrow)

3. Sample size determination: Introduction 
(Ruben Smith)

4. Sample size determination: Confidence 
interval approach (Ruben Smith)

5. Sample size determination: Test of 
significance approach (Adriana Perez)

6. Sample size for sample surveys (Ruben Smith)
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Sample Size – Basic Issues Sample Size – Basic Issues 

Juan Acuña, MD, MSc
Pre-conference Training Workshop

13th Maternal and Child Health Epidemiology Conference, 
December 10-11, 2007 -Atlanta, GA

The findings and conclusions in this presentation have not been formally disseminated 
by the Centers for Disease Control and Prevention and should not be construed to 

represent any agency determination or policy
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Presentation OutlinePresentation Outline

Introduction

Basic epidemiologic issues 

Basics of sample size
– Statistical errors
– Alpha, beta
– Small, large samples
Epidemiological consequences of sample 
size
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IntroductionIntroduction

Sampling ≠ sample size
– Goal is to maximize value of research
– Value is measured in resources 
– Maximize efficiency of research processes
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Purposes of SamplingPurposes of Sampling

Improve efficiency of research processes

Assure adequacy of the research process

Address methodological adequacy to 
respond to research questions

Address the consequences related to 
testing (i.e. interventions) in more or less 
of needed subjects
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Purpose of Sample Size CalculationPurpose of Sample Size Calculation

Address planning adequacy
Economic reasons (what if each record for a 
birth weight study would cost $1?)
Decrease potentially harmful exposures 
within research settings
Address ethical concerns
Assure the adequacy of the conclusions from 
the perspective of the hipothesis
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Approaches to sample size calculationApproaches to sample size calculation

Specify the desired measure to be addressed 
by the study (for example the with of a 
confidence interval)
Bayesian approach (based on conditional 
functions such as precision and cost)
Defining the power to test an hypothesis
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Power ApproachPower Approach

Specify a hypothesis test on a parameter of 
importance for the research
Specify the level of alpha
Specify an effect size (or an alternative value for the 
parameter in step 1)
Obtain evidence of certainty (or guidance, at least) on 
the effect size
Specify a target value of the power when the 
parameter to be tested equals the final parameter 
(effect size =0)



Economic Consequences of Preterm 
BirthHospital charges for 

premature infants1 totaled 
$18.1 billion in 2003.

Premature infants accounted 
for half of the hospital 
charges for all infants
($36.7 billion).

The average charge for the 
most severe stays2 was 
$77,000 compared to $1,700 
for an uncomplicated 
newborn stay.

1Includes any diagnosis of prematurity/low birthweight
2Defined as having a principal diagnosis of prematurity
Source: Agency for Healthcare Research and Quality, 2003 Nationwide 
Inpatient Sample.
Prepared by March of Dimes Perinatal Data Center, 2006.
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Gestational diabetes, other diabetes, or both, as reported on 
hospital discharge vs. birth/fetal death certificates,

MA residents, CY 1998-2004

Birth/Fetal 
Death 
Cert

Hospital Discharge Data

Total
No 

Diabetes
Gest. 

Diabetes
Other 

Diabetes
Both (Gest
and Others)

No Diabetes 521,738 6,763 411 50 528,962

Gest. Diabetes 3,345 12,713 329 85 16,472

Other Diabetes 1,098 461 1441 15 3,015
Both (Gest. and 
other) 354 871 95 32 1,352

Total 526,535 20,808 2,276 182 549,801

Gest Only: 22,821  Other: 5,249     Total:  28,070
Source: PELL
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Ramsey PG, et al: Changes over time in the knowledge base 
of practicing internists. JAMA 1991;255:501-4
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Elements in Sample SizeElements in Sample Size

Hypothesis
Hypothesis testing:
– Type I error
– Type II error

Level of alpha: usually 5% (0.05)
Power level: (1-ß) usually 80% (0.8)
Effect size:
– Point estimator, boundaries, variance
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HypothesisHypothesis

Research question
Null hypothesis (or hypothesis of no 
difference, no association)
Needs to be tested
The whole idea is to “reject” the hypothesis
If it cannot be rejected, the alternative 
hypothesis is not true
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Example hypothesis test *:
The average height of foreign people in the US is 175cms

Example hypothesis test *:
The average height of foreign people in the US is 175cms

Let us assume that in reality our sample mean is 180cms and 
the population standard deviation (sd) is 5cms (known).  
We can then form a test statistic as follows:

for small n and unknown sd we should use a student-t distribution

For a 1-sided Z test we wish Z=     > 1.645 and so we need our 
sample to be of size 3 to reject H0, using a student-t distribution 
increases this to 5. (Here α=0.05)
However if the sample mean had been only 176cms then we 
would need n > (1.645*5)2 = 68 foreigners to reject H0

 n

)1,0(~5
5175 N

nn

XZ =
−

= σ

* Modified from Brown W.
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Power calculationsPower calculations
This concept is somehow backwards as we cannot get from 
a given sample mean to choosing a sample size!
What we do instead is use different terminology and assume 
we know everything
We will choose an ‘effect size’, γ which will represent a 
guess at the increase in the sample mean for foreigners. 
There is an (approximate) formula that links four quantities, 
size (α), power (1-β), effect size (γ) and sample size (n)

SE of γ is a function of n and σ the population sd which is 
assumed known.
Real question? what sample size is required given α,1-β and 
γ?

 
βαγ

γ
−− +≈ 11)(

zz
SE

Here SS is sum of cases H0 true and 
H0 false.



TM

Foreigners’ height exampleForeigners’ height example
Here we have looked at two examples with effect sizes 5 and 1 respectively. 

Assume σ takes the value 5 and so let us suppose we take a sample of 
size 25 foreigners.

Case 1: 5/(5/√25)=1.645+z1-β,z1-β=3.355
β=0.9996
a sample of 25 foreigners from a population with mean 180cms would 
almost always result in rejecting H0,

Case 2: 1/(5/ √25)=1.645+z1-β,z1-β=-0.645
β=0.25946
if the population mean is 176cms then only 26% of such samples would 
be rejected.

We can plot curves of how power increases with sample size as shown in 
the next slide.
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Power curve for foreigners’ example*Power curve for foreigners’ example*

Here we see the two power curves for the two 
scenarios:

* Modified from Brown W.
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Hypothesis TestingHypothesis Testing

CorrectError (type II)

Error (Type I)Correct

Bonus: Type III error: the right answer to the wrong question

H0

Study 
Decisionaccept reject

true

false
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xp

x1 x2

d

Statistical difference:

NO 
DIFFERENCE
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In order to understand…In order to understand…

Differences between large samples and small 
samples
– In large samples, statistical significance is 

assured many times, even when clinical 
significance is not reached

– In small samples, statistical significance might 
not be reached even in the presence of clinical 
interest
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Statistical difference: Small vs. Large 

Sample (as in population-based studies)

x1 x2

d1

NOT DIFFERENT

x1 x2

d2

DIFFERENT !
Take home message: beware of studies with statistical significance and huge 
samples, that don’t make much sense (from the clinical perspective)

d1 = d2
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Effect SizeEffect Size

It is probably the most important single 
element in sample size calculation
It is hypothesis-dependent  
Needs a known baseline
Needs a final estimate
Most likely, to be determined by a content 
expert without statistical/epidemiological 
background
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Example: clinical trialExample: clinical trial

Sample: 2314 women
Alpha: 0.5 Power: 0.8
Effect size: adverse neonatal outcome from 1.6% to 3.6%
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ConclusionsConclusions

Good sample size determinations do not 
equal adequate sampling
– Data-based validation of parameters
– Team: statistical-epidemiological-content

Despite simple formulas (few elements 
involved), a highly technical part of study 
design
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Contact InformationContact Information

Juan Acuña
Medical Epidemiologist
Maternal and Child Health Epidemiology Program
National Center for Chronic Disease Prevention and 

Health Promotion (NCCDPHP)
Centers for Disease Control and Prevention
770-488-5133
jacuna@cdc.gov
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